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INTRODUCTION

Millions of people worldwide suffer with diabetes mellitus, a
common and chronic illness. According to the International
Diabetes Federation (IDF), diabetes mellitus had an overall
prevalence of 366 million in 2011 and was predicted to
increase to 552 million by 2030. The glucose level in an
critically ill patient must be maintained at 140–180 mg/dL
(7.8–10.0 mmol/L) via continuous intravenous insulin infusion
(Alam,2014)A key component of efficient management and
preventive treatment is early detection and risk prediction.
We provide a thorough comparative examination of four
machine learning algorithms in this study: Random Forest,
Decision Tree, Support Vector Machines (SVM), and k-Nearest
Neighbours (k-NN), with an emphasis on how well they predict
the risk of diabetes. For model training and assessment, a
broad dataset of demographic, clinical, and lifestyle variables
is used (Kavakiotis,2017; Swapna,2018; Deepti,2018;
Sneha,2019; Pujianto,2019; Abdulhadi,2021;). SVM seeks
to identify the best hyperplane for classification, whereas k-
NN analyses patterns in feature space by taking instances’
closeness into account. In contrast, Decision Tree and
Random Forest utilize hierarchical tree structures to effectively
represent the relationships present in the data. Accuracy,
precision, recall, and F1-score are among the evaluation
measures that offer a thorough grasp of each algorithm’s
predictive power. In order to shed light on the variables
influencing diabetes risk prediction, the study additionally
examines the models’ interpretability and feature importance.

The results show subtle differences in the algorithms’
performance: SVM performs well in high-dimensional feature
spaces, whereas k-NN performs better in some situations since
it is sensitive to local patterns. Interpretability is aided by
decision trees and random forests, which demonstrate the
capacity to capture intricate relationships and offer insights
into feature relevance.
In order to find the best configurations for increased predictive
accuracy, the study also investigates how hyperparameter
adjustment affects the algorithms’ performance. The results
add to the expanding corpus of research on diabetes risk
prediction and provide physicians and researchers with useful
information for choosing appropriate machine learning models
depending on certain data attributes and goals.
As machine learning advances, this comparative study offers
a useful manual for utilizing several algorithms in diabetes
risk assessment, supporting a data-driven strategy for early
intervention and tailored healthcare.
Support Vector Machine
It is a type of supervised learning which is applied to regression
and classification problems. SVMs can capture intricate
correlations in the data and are especially useful in high-
dimensional spaces (Cortes,1995; iIvanciuc,2005; https://
scikit-learn.org/stable/modules/svm.html).
K-Nearest Neighbours: Sophisticated and reliable, the K-
Nearest Neighbours (KNN) algorithm is a machine learning
technique used to solve regression and classification issues.
KNN uses its K nearest neighbours in the training dataset to
predict the label or value of a new data point by leveraging the
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similarity notion (Friedman,1975; https://www.geek
sforgeeks.org/k-nearest-neighbours/).
Random Forest
It is an ensemble learning algorithm, has emerged as a powerful
and versatile tool in the realm of machine learning. Comprising
a collection of decision trees, this algorithm excels in both
classification and regression tasks, demonstrating resilience
to overfitting and a remarkable capacity to handle diverse
datasets (Breiman,2001;Benbelkacem ,2019;https://
towardsdatascience.com/understanding-random-forest-
58381e0602d2).
Decision Tree: It is a versatile and interpretable machine
learning models widely employed in both classification and
regression tasks. This paper provides an overview of decision
trees, emphasizing their fundamental concepts, construction,
and applications. Decision trees recursively partition the input
space based on feature attributes, forming a tree-like structure
where each node represents a decision point. The splitting
process is guided by metrics such as Gini impurity or
information gain, aiming to maximize homogeneity within
resulting subsets (Argentiero,1982;J arullah,2011; Vijay
an,2015; https://www.geeksforgeeks.org/decision-tree/).

MATERIALS AND METHODS

Data collection and data pre-processing
Patients’ medical, demographic, and diabetes status—positive
or negative—are all included in the diabetes_pre
diction_dataset .csv file (https://www.kaggle.com/code/
therealsampat/early-stage-diabetes-prediction). It includes a
number of variables, including blood glucose level, age,

gender, body mass index (BMI), blood pressure, heart disease,
smoking history, and HbA1c level. Using the Dataset, machine
learning models that predict a patient’s risk of developing
diabetes based on their medical history and demographic
information can be built [4]. Split the dataset into training,
validation, and testing sets to assess the model’s performance.
Handle missing values, outliers, and duplicates. Normalize or
standardize numerical features. Encode categorical variables.
Visualization and analysis of the distribution of features.
Identification of the correlations and patterns between the
features. Identification and selection of relevant features that
contributes to diabetes risk prediction
Experiment Framework
The architecture of the experiment was divided into four
components
1.)Collection of datasets
2.)Classification of dataset and splitting dataset into train and
test dataset
3.)Passing data into the model
4.)Obtaining output
Model Evaluation
Assessed the model performance using metrics such as
accuracy, precision, recall, F1-score.
Implemented cross-validation method to ensure robust
performance assessment.

RESULTS  AND DISCUSSION

The result of training Random Forest, Decision Tree, SVM and
KNN model on a dataset of diabetes risk prediction for the
number of epochs depends on various factors, including the
quality and size of dataset, the preprocessing steps applied to
the data, the learning rate, and other hyperparameters.
For the experiment all four selected models have been trained
separately, and predictions have been generated for the
validation data-set, based on which the classification reports

Sl.No Features
1 Gender
2 Age
3 Hypertension
4 Heart Disease
5 Smoking Habit
6 BMI
7 HbA1c
8 Blood Sugar
9 Diabetes

Table 1: Features in dataset

Table 2: Accuracy Obtained by using different models
Models Accuracy Obtained
Random Forest 99.03 %
Decision Tree 95.00 %
K Nearest Neighbour 89.00%

SVM 90.00%

Fig 1. Workflow of the experiment Fig 2: Confusion Matrix of KNN for diabetes risk prediction
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for each model have been generated.
Necessary libraries and dependencies have been imported
the for all the selected models for the experiment.  The dataset
of diabetes risk prediction has been loaded and pre-processed
using suitable techniques for the models. The data have been
organized into training and validation sets.
The factors affecting the performance of the selected models
Random Forest, Decision Tree, K-Nearest Neighbour and SVM
prediction for the diabetes risk prediction are dependent on
various factors, including the dataset size, the complexity of
the problem, and the availability of labelled data.
Accuracy is a common evaluation metric for classification
models, providing an overall measure of how well the model
correctly classifies the data.
Formula: (TP + TN) / (TP + TN + FP + FN)
Precision measures the accuracy of positive predictions. It
calculates the ratio of correctly predicted positive observations
to the total predicted positives.
Formula: TP / (TP + FP)
Recall measures the ability of the model to capture all the
relevant instances. It calculates the ratio of correctly predicted
positive observations to the total actual positives.
Formula: TP / (TP + FN)
F-Score is the harmonic mean of precision and recall. It

provides a balanced measure of a model’s performance.
Formula: 2 * (Precision * Recall) / (Precision + Recall)
Where:
•TP (True Positives):
The number of samples correctly predicted as positive
(correctly classified as belonging to the positive class).

Fig 5: Decision Tree for diabetes risk prediction

Chart 2: Classification Report of KNN

Chart 1: Classification Report of Random Forest

Confusion Matrix for Diabetes Risk Detecion
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Fig 4: Confusion Matrix of Random Forest for diabetes risk prediction
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Fig 3: Confusion Matrix of SVM for diabetes risk prediction
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Chart 4: Classification report of decision tree

Chart 3: Classification report of SVM

•TN (True Negatives):
The number of samples correctly predicted as negative
(correctly classified as not belonging to the positive class).
•FP (False Positives):
The number of samples incorrectly predicted as positive
(misclassified as belonging to the positive class when they do
not).
•FN (False Negatives):
The number of samples incorrectly predicted as negative
(misclassified as not belonging to the positive class when they
do).
Since for diabetes disease risk prediction the dataset used
from Kaggle (https://www.kaggle.com/code/therealsampat/
early-stage-diabetes-prediction) had comma separated values
and hence the Random Forest Classifier found to outperform
and provide a well decisive result. The results demonstrate
that when compared to other algorithms, Random Forest
performs with the greatest accuracy of 99.03%. preceded by
Decision Tree with an accuracy of 95% preceded by SVM
with an accuracy of 90% and K-Nearest Neighbour with an
accuracy of 89%. Through the result of excellent accuracy
and generalization was obtained which in-turn be helpful for
medical practitioners (Sneha,2019; Swapna,2018;
K a v a k i o t i s , 2 0 1 7 ; D e e p t i , 2 0 1 8 ; A b d u l h a d i , 2 0 2 1 ;

Pujianto,2019).

CONCLUSION

One of the greatest tools for using classification and prediction
techniques is machine learning. In order to compare the results
on the following metrics: Accuracy, Recall, F1-Score, Precision,
we used a range of machine learning algorithms in this work,
including SVM, Decision Tree, k-nearest neighbour and
Random Forest on the diabetes risk prediction Dataset.
According to the experiment’s findings, the random forest

classifier is the greatest with the accuracy of 99.03% preceded
by Decision Tree with an accuracy of 95% preceded by SVM
with an accuracy of 90% and K-Nearest Neighbour with an
accuracy of 89%. Due to its shown accuracy in detection,
efficacy in therapeutic application, and cost-effectiveness,
machine learning has been included into medical diagnosis
systems.
The general consensus among academics, medical
professionals, and industry participants is that artificial
intelligence has the ability to change the current state of late
medicine and detection as a result of human mistake
(Sneha,2019; Swapna,2018; Kavakiotis,2017; Deepti,2018;
Abdulhadi,2021; Pujianto,2019). Medical detection systems
can be built with efficiency and dependability because of
automation. This is made possible in large part by machine
learning and its potent classification and prediction models.
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